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Abstract

Visual models are increasingly being incorporated in d
tal halftoning algorithms. With the variety of visual mo
els available, algorithm designers must select one th
consistent with desired results and computational requ
ments. In order to select the most appropriate visual mod
it is important to gain an understanding of the visual eff
of the different visual models on the halftone output. T
work compares the effects of several single-channel v
models on halftone output by using an iterative techni
that explicitly shapes the quantization error in the Fou
domain. By operating on the spectrum of the quantiza
error, we are able to directly apply a visual model a
threshold function. Our results clearly indicate that lo
pass visual models produce much better quality halfto
than conventional contrast sensitivity function mode
This method also provides insight into the effects of c
straining error in individual bands of a multichannel 
sual model. In addition, we introduce a technique 
combines filters to shape the error spectrum in a way
preserves perceptually important high frequencies w
out sacrificing the desirable attenuation of low frequ
cies. The combination of filters can be implemented in
image adaptive manner by using the spectrum of
grayscale image or in an image independent manne
using weighted combinations of multiple channel filte

Introduction

Visual models are increasingly being incorporated
digital halftoning algorithms. A wide variety of visu
models have been defined. Quantitative studies1 indicate
that choice of visual model is important in generat
error metrics to assess halftone quality. This implies 
the choice of visual model for designing a new halfton
technique is also a non-trivial issue. In order to cho
an approriate model, an algorithm designer must g
an understanding of the visual effects of the differ
visual models of the halftone output.

It has been shown2 that the spectrum of the quan
zation noise of a halftone is

Q (k) = G (k) - F (k)

where k = (k,l) are discrete sampling points in the spectr
plane and G (k) is the spectrum of the halftone image anF
(k) is the spectrum of the input grayscale image. Refor
lating this shows that the spectrum of the binary image
48—Recent Progress in Digital Halftoning II
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G (k) = F (k) + Q (k)

It is well established that the shape of the quantiza
error spectrum affects the perceived quality of the halfto3.

By explicitly constraining Q(k) with visual models,
we can directly assess the effects of different freque
domain characteristics. In this paper, we report on 
classes of constraints. First we apply constraints ba
solely on established image-independent visual mo
in order to compare bandpass versus loupes charac
tics. Next, we introduce an image adaptive technique
preserves perceptually important high frequencies w
out sacrificing the desirable effects of visual model ba
constraints on halftoning algorithms.

Methods

The algorithm used to generate the halftones is an it
tive Fourier transform technique described by Broja 
Bryngdahl.2 In this technique, the input grayscale ima
is halftoned with a pseudo-random threshold functi
The spectrum of the original image Fi(k) is then modi-
fied to produce the spectrum of the input grayscale 
age to the next iteration Fi+1(k).

It is the filtering of the error spectrum where w
focus our attention. Each input grayscale is gener
from modification of the error spectrum, formally

Fi+ 1(k) = Fi(k) + Qi(k)* H(k)

where * represents convolution and H(k) represents the con
straints on the error spectrum. We consider two distinct
mulations of H(k). First, H(k) is the transfer function of 
visual model. By modifying the visual model represen
by H(k), we can observe the effects of different visual m
els. Second, H(k) represents a two level cascade of filte
the first of which represents an image-independent vi
model and the second of which is an image-dependen
ter which restores perceptually important high frequenc

Results

In order to assess differences in visual models, we b
by selecting a widely used contrast sensitivity function
troduced by Mannos and Sakrison.4 This function is de-
fined in cycles per degree and obtains its peak value at a
8 cycles per degree. Since we are working to minimize
ible error, we invert the contrast sensitivity function so t
it reaches its minimum value at 8 cycles per degree
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filtering with an inverted form of the contrast sensitiv
function, we shape the quantization error spectrum so
errors are reduced where the eye is most sensitive an
allow errors to pass where the eye is least sensitive. 
has the effect of minimizing changes to the origin
grayscale image in frequencies where the eye is most
sitive and allowing quantization error energy to rem
where the eye is least sensitive. Figure 1(c) is an inten
representation of the inversion of the contrast sensiti
function. The brightest intensity represents a value of 
the dark values represent zero value. As seen from the b
intensities near the center of the figure, much low-freque
energy is allowed to remain from the quantization er
The familiar “lena” image was the original grayscale inp
for the first iteration. Figure 1(b) is the halftone that w
produced after modifying the input grayscale with the 
tered quantization error using the Mannos and Sakr
contrast sensitivity function seen in Figure 1(a).

Next, we modified the Mannos and Sakrison fun
tion to be a low-pass filter as described in [1]. That is,
“flattened” the peak by setting the function to its ma
mum value at all frequencies lower than the peak 
quency. Again, after inverting the function as describ
above, the filter applied to the quantization error is sho
as in intensity image in Figure 1(c). The halftone p
duced with this modification is shown in Figure 1(d).

Figure 1. From left to right and top to bottom: (a) inverte
CSF filter (b) halftone output using inverted CSF filt
(c) inverted low-pass modified CSF filter (d) halftone outp
using inverted low-pass modified CSF filter.

Comparing the two results shown in Figures 1
and 1(d) clearly shows improvement by using a low-p
filter rather than a bandpass-type conventional cont
sensitivity function. These result also indicate that 
iterative Fourier transform method is a good vehicle 
assessing the effects of different visual models.

Next, we extended the concept of H(k) to a two-level
cascade of filters, each level designed to achieve a di
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ent goal. The first level is simply a lowpass visual mo
as described above. While this achieves the attenuati
low-frequency error that is well accepted as undesira
in halftones, it allows unconstrained error in the high 
quencies. This is a problem because there are som
ages in which the high frequencies provide perceptu
important information, For example, the periodicity of t
lines in a brick wall provide important information to 
observer. Minimizing error in just low frequencies w
reduce errors in the representation of each brick sur
but will degradation of the lines which serve to dist
guish the wall as one made of bricks.

An image adaptive method to preserve distinguish-
ing high frequency information is achieved by extend-
ing H(k) is extended to include a second filter. The
second filter is generated from the inversion of the nor-
malized spectrum of the grayscale image. Where the
original spectrum has peaks, indicating distinctive fea-
tures, the second level filter has valleys, which will serve
to attenuate errors at the specific frequencies that char-
acterize image features. This is illustrated graphically
in Figure (2). For simplicity, only a single slice of the
image spectrum is depicted.

Figure 2. From left to right and top to bottom: (a) normaliz
grayscale spectrum (b) second-level filter (c) first-le
lowpass filter (d) combined effect of both filters with atten
tion in all low-frequencies and at distinctive peaks.

To illustrate the effects of constraining some h
frequency error in an image adaptive manner, we app
the iterative Fourier technique to the picture of the ri
of a tree. We tested three cases as illustrated in Fi
(3). Figure 3(a) is the original grayscale image of a cr
section of a tree. Figure 3(b) shows the results of u
just a lowpass visual model error constraint. Figure 3
shows the results of bypassing the lowpass visual m
and filtering the error with the inversion of the norm
ized power spectrum of the image. Figure 3(d) sh
the results of combining the filters used in Figures 3
and 3(c). Specifically, the lowpass visual model c
straint was cascaded with the second level filter c
structed from the grayscale power spectrum. The sec
level constrains image-specific high frequencies. T
poor quality of 3(c) indicates that attenuation of lo
frequencies is important to overall halftone quality. T
improved quality of 3(d) indicates that halftones can
Chapter III—Algorithms—149
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improved by constraining some high frequency err
High frequency error can be reduced in an image in
pendent way by constructing H(k) from weighted com-
binations of individual channels in a multichannel mod
of vision.

Figure 3. From left to right and top to bottom: (a) graysca
image of tree (b) halftone produced with error constrained o
by first level filter (c) halftone produced with error constrain
only by second-level filter (d) halftone produced with err
constrained by both first and second level filters.

Conclusions

The specific visual model selected for implementat
in a halftoning algorithm can have a dramatic effect
the quality of the output. Qualitative results achieved h
are consistent with previously obtained quantitative 
sults1 in concluding that a low-pass type visual mode
150—Recent Progress in Digital Halftoning II
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much more appropriate than a conventional bandp
like visual model for halftoning applications. Since t
iterative Fourier technique allows explicit control of t
quantization error spectrum, it can be a powerful t
for assessing the effects of various visual models in h
tone algorithms. It can be used to assess the effec
single channel models and the individual channels
multichannel models. A new image-adaptive metho
introduced which preserves perceptually important h
frequencies without sacrificing the desirable effects
constraining error with a lowpass visual model. This
accomplished with a two-level cascade of filters, o
level designed to support the lowpass nature of the
sual system and the other level designed to restore 
frequency information that characterizes the image. 
improved results of the two-level filter indicate that f
some images, constraining error at some high frequ
cies improves image quality. High frequency error c
be reduced in an image independent way by constr
ing a cascade of filters from weighted combinations
individual channels in a multichannel model of visio

* This work was supported in part by the National Scien
Foundation.
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